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ABSTRACT: 

This project explores the development of a chatbot using a fine-tuned GPT model that can 

express consistent personality traits. While large language models like GPT-3 and GPT-4 are 

capable of generating fluent and coherent text, they often lack stable personalities, which 

makes interactions feel less human-like [10][11]. To address this, we fine-tune these models 

using personality-labeled datasets such as BIG5-CHAT [2]and apply frameworks like PsyPlay 

[1]to train the model to reflect specific personality dimensions based on the Big Five traits. 

Our approach combines supervised fine-tuning, instruction tuning, and human feedback [16] to 

build chatbots that align better with predefined personalities. Studies have shown that fine-

tuning is more effective than prompt-based personality control in maintaining consistent traits 

over long conversations [3][8]. The chatbot is evaluated through personality assessments and 

human judgments to ensure realistic and consistent behaviour [6]. This work can improve 

human-computer interaction in fields like virtual therapy, digital assistants, and education, 

where a personalized and emotionally aware chatbot can enhance user experience and trust. 

 

Keywords: Personality-based chatbots, Customization, Natural language processing (NLP), 
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INTRODUCTION: 

 Recent advances in large language models (LLMs), such as GPT-3 and GPT-4, have 

significantly improved the capabilities of conversational AI. These models can generate 

coherent, contextually appropriate responses and are being widely used in chatbots, virtual 

assistants, and dialogue systems [10][11]. Models like BIG5-CHAT [2]and PsyPlay [1] have 

demonstrated the potential of using personality-labeled data and structured role-play prompts to 

train LLMs that consistently express target traits. 

Fine-tuning techniques, including supervised learning and reinforcement learning with human 

feedback [16], have shown strong potential in shaping chatbot personalities. Moreover, the 

ability to control or adapt the chatbot’s personality dynamically has also been explored [4] 

enabling more personalized and emotionally intelligent agents.  

This project builds on these foundations by fine-tuning a GPT-based model to reflect consistent 

personality traits. We evaluate the chatbot’s personality stability, engagement, and realism using 

both automated metrics and human feedback, aiming to contribute to the growing field of 

personalized AI. 

      

LITERATURE REVIEW 

Author(s) year Study Focus Key Findings 

Yang et al 2025 Proposed PsyPlay, a 

personality-infused role-

playing framework for 

chatbots 

Role-play scenarios 

helped models maintain 

consistent personality 

traits across dialogues 
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Liu et al 2024 Investigated dynamic 

personality generation in 

LLMs 

Demonstrated that LLMs 

can adaptively switch 

between personality 

traits based on context 

Jiang et al 2023 Developed PersonaLLM 

to assess LLMs' ability to 

express personality traits 

Found LLMs can 

consistently portray 

personality traits through 

both behaviour and self-

reporting 

Ouyang et 

al 

2022 Used human feedback to 

fine-tune GPT-3 

(InstructGPT) 

Models trained with 

human feedback 

followed instructions 

better and reduced toxic 

outputs 

Zhang et 

al 

2020 Released DialoGPT, a 

dialogue-tuned GPT 

variant 

Improved conversational 

quality, but personality 

control was limited 

 

EXISTING SYSTEM: 

Early dialogue systems such as DialoGPT focused on generating fluent multi-turn 

conversations but did not incorporate personality modelling [11]. Similarly, GPT-3 was shown 

to be capable of few-shot learning and producing intelligent responses, but it lacked 

consistency in personality expression [10]. Some researchers explored prompt-based 

personality simulation, but results were often unstable and degraded during long 

conversations [9]. Similarly, PsyPlay introduced personality-driven role-playing agents that 

better maintain consistent behaviours [1]. 

 

PROPOSED SYSTEM:   
With a fine-tuned GPT personality-based chatbot, this system can enhance the current one by 

providing better personalization, context-awareness, emotional intelligence and efficiency. 

While traditional chatbots are static, this system dynamically changes according to user 

personalities, using  a hybrid fine-tuning strategy 

that combines supervised learning, reinforcement learning (RLHF), and sentiment analysis  
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System Architecture:   

 
Methodologies:   

1. Data Collection & Pre-Processing:   

• Conversational Datasets: Collect data sources from chat conversations, social media, 

and business customer interactions.   

   2.Fine-Tuning GPT Model:   

• For instance: Use a personality-databased dataset with labeled traits to train GPT to 

predict the most probable personality traits based on an input text.   

3.Adaptation based on Personality & Sentiment:   

• Change in chatbot tone and answers according to mood and personality traits.   

4.Context Awareness & Memory Retention:   

• Utilize Retrieval-Augmented Generation (RAG): to encourage awareness of previous 

conversations.   

5.Multi-Modal & Multi-Language Support:   

• Adopt meta-learning approaches to create multi-language capabilities, rounding out 

accessibility.  

•  

RESULTS AND DISCUSSIONS:   
Gradio interface (before input): 
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Result of the Personality-Based Chatbot (after input): 

   

   

 

 

 

 

 

 

 

 

 

 

 

 

 

Result of the Personality-Based Chatbot visualization   

   

   

 

 

 

 

 

 

 

 

 

 

 

 

 

A graph comparison between the existing system and proposed system   

    

   

 

 

 

 

 

 

 

 

 

 

 

 

 

CONCLUSION   
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This project highlights the importance of fine-tuning GPT models to create chatbots with 

consistent and realistic personalities. While traditional LLMs excel in language generation, they 

lack stable personality expression. By training on personality-specific datasets, such as BIG5-

CHAT and PsyPlay, chatbots can become more engaging, relatable, and suited for personalized 

applications like education, mental health, and customer support. 

 

FUTURE WORKS 

Future advancements in personality-based chatbots can focus on dynamic personality 

adaptation, where chatbots modify their traits based on user interactions, emotional tone, or 

contextual changes over time. This would allow for more natural and personalized 

conversations. Another promising direction is the integration of multimodal features such as 

voice, facial expressions, and avatars to enhance the expression of personality beyond text. 

Ethical considerations will also play a vital role, as future systems should be designed to 

minimize bias and avoid the reinforcement of harmful stereotypes.  
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